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Abstract. Prediction of best buy, sell, and hold points in 
stock market investment remains a key challenge due to 
market volatility and external factors influencing stock 
prices. This research examines methods for discovering 
the best stock trading strategy based on technical analy-
sis, machine learning, and statistical modeling methods. 
Different methods, including moving averages, support 
vector machines, deep learning, and reinforcement learn-
ing, are explored to identify their capability to detect the 
best trading opportunity. Additionally, the research con-
siders the impact of macroeconomic variables, sentiment 
analysis, and high-frequency trading on the decision-
making process. Through the combination of conven-
tional technical indicators with modern artificial intelli-
gence (AI) methods, this paper aims to create an inte-
grated framework for traders to improve their decision-
making process. The proposed methodology uses tech-
nical indicators, deep learning structures, and algorithmic 
support to achieve maximum profitability while limiting 
risk exposure. 
 
Keywords: ANN, learning methods, CNN, convolution 
layer, stride, padding, ReLU, pooling, flattening and full 
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I. Introduction 

Stock market investment is based greatly on making the 
right decisions on when to buy, sell, or hold shares. The 
conventional approaches to stock analysis are technical 
analysis and fundamental analysis, while new approaches 
are the use of artificial intelligence and big data analyt-
ics. The aim of this research is to compare various mod-
els and approaches utilized for identifying the best-fit 
points in the stock price time series for maximizing in-
vestor return. Investors are frequently confronted with 
difficulties arising from the capricious nature of stock 
markets. Market movements are affected by a variety of 
factors such as company performance, economic occur-
rences, geopolitical occurrences, and market sentiments. 
Although conventional technical analysis methods like 
moving averages and trend analysis are very informative, 
they are not able to react to abrupt market movements. 
Predictive models based on artificial intelligence such as 
machine learning and deep learning algorithms are more 
versatile and accurate since they account for historical 
data and recognize intricate patterns. The purpose of this 
study is to provide an extensive overview of the different 
predictive models, determine their strengths and weak-
nesses, and propose the most appropriate approach based 
on empirical evidence. This paper also examines a com-
bination of old and new approaches, including deep 
learning and reinforcement learning techniques, to de-
termine which approach provides more accuracy and 
versatility. By combining different approaches, we at-
tempt to bridge traditional market assessment with pre-
dictive analytics. The result of this research provides 
valuable insight into how financial analysts and investors 
can use data-intensive approaches to maximize stock 

market profitability. Neural networks are at the heart of 
machine learning and artificial intelligence, and specifi-
cally, stock market prediction. Neural networks model 
the human brain and are a series of layers of nodes (neu-
rons) which are interconnected and learn and process. 
Various types have been listed here for more clarifica-
tion. 
Artificial Neural Networks (ANNs) represent conven-
tional feedforward architectures employed in the do-
mains of pattern recognition and regression analysis, 
particularly concerning stock price prediction. 
Convolutional Neural Networks (CNNs) - Created 
particularly for image and time-series processing, CNNs 
play a vital role in transforming stock market information 
into structured visualizations to aid enhanced pattern 
recognition. 
Recurrent Neural Networks (RNNs) - Suitable for 
analyzing sequential data, RNNs, especially LSTM net-
works, are extensively used to forecast stock price 
movement over time. 
Generative Adversarial Networks (GANs) are models 
that create simulated stock market scenarios, allowing 
traders to estimate potential price movements under dif-
ferent conditions. 
Transformer-based Models - More recent models like 
BERT and GPT-based models are used for sentiment 
analysis in stock markets and sequence modeling. 
With the use of such types of neural networks, stock 
traders and analysts can gain better precision in stock 
price change predictions, in making buy, sell, and hold 
decisions optimal. 

 
II. Literature Review 

Various papers have been performed for stock market 
prediction with both technical and machine learning 
methods. Trend indicators and moving averages, as sug-
gested by [1], have been extensively used in determining 
potential buying and selling points. These conventional 
methods, however, take time to respond to abrupt price 
changes, hence losing their relevance in highly unstable 
markets. Machine learning algorithms have been very 
promising stock price movement predictors. Studies by 
[2] and [3] indicate that algorithms such as Support Vec-
tor Machines (SVMs) and Random Forests are capable of 
handling large datasets and extracting patterns that might 
be difficult to discern using traditional methods. Studies 
by [4] illustrate the potential of ensemble learning in 
increasing the precision of the predictions by combining 
multiple machine learning models. Deep Learning in 
Financial Market Predictions using Convolutional Neural 
Networks (CNNs) and Recurrent Neural Networks 
(RNNs), that has greatly improved stock market forecast-
ing. [5] showed that CNNs can be used to effectively 
process financial time series data by treating stock prices 
as images. Likewise, [6] showed that RNN-based models 
like Long Short-Term Memory (LSTM) networks per-
form better than conventional approaches by extracting 
temporal features in stock market data. Hybrid Models 

OEIL RESEARCH JOURNAL (ISSN:0029-862X) VOLUME 23 ISSUE 5 2025

PAGE N0: 74



and Reinforcement Learning used hybrid models that 
integrate technical analysis with machine learning meth-
ods [7]. These models utilize various sources of infor-
mation, such as market indicators, sentiment analysis, 
and macroeconomic factors, to make trading decisions. 
Reinforcement learning-based trading systems, as noted 
by [8], have been accompanied by immense potential in 
adjusting to changing market conditions by learning from 
new data in real-time [9]. Sentiment Analysis and Market 
Psychology prevailing in the market plays a vital role in 
stock price variations. Research by [10] and [11] sug-
gests that analyzing news stories, social media trends, 
and earnings reports can provide useful information 
about market sentiment. Sentiment analysis models using 
Natural Language Processing (NLP) have been applied 
to enhance trading strategies by detecting shifts in inves-
tor sentiment before they impact stock prices. By com-
bining these findings within our research model, the 
paper is try to establish a more complete model that in-
corporates traditional technical indicators and state-of-
the-art AI-based techniques to provide more accurate 
predictions within the scope of buy, sell, and hold sug-
gestions. 
 

III. Neural Networks with its Fruit-
ful Variants  

Detailed strategic description here which can analyze 
risk management through the modeling of volatility and 
detection of market anomalies: Such as  
Data Preprocessing and Labeling: This is the initial 
way to clean the data before loading it for analyzing the 
trends. 
Extracting and Transforming Data: To improve the 
effectiveness of buying, selling, and holding asset-related 
decisions, the stock price data needs to be preprocessed 
and labeled appropriately. The dataset applied in the 
exercise includes required parameters such as Open, 
High, Low, Close, Adjusted Close, and Exit. For 
accuracy, the formula for adjusted price ratio is as 
follows: 

 
𝑨𝒅𝒋𝒖𝒔𝒕𝒆𝒅 𝑷𝒓𝒊𝒄𝒆 𝑹𝒂𝒕𝒊𝒐 =  𝑨𝒅𝒋𝒖𝒔𝒕𝒆𝒅 𝑪𝒍𝒐𝒔𝒆 –  𝑪𝒍𝒐𝒔𝒆

  (i) 
This ratio is then used to calculate Open, Close, High, 
Low, and Exit prices for consistency. These are scaled 
down to ensure that the dataset is consistent and hence 
does not include inconsistencies due to stock splits or 
dividends shown by equation 1. 
Placing Buy, Sell, and Hold Labels: Using a sliding 
window technique, market data are divided to decide buy, 
sell, and hold positions. Lowest values of the dataset are 
tagged as Buy signals and highest values as Sell signals. 
Middle points between the extremes are tagged as Hold. 
These tags allow the dataset to be organized for further 
analysis and predictive modeling. Identification of these 
points is a technical analysis and statistical calculation 
task. Through the application of prior price action and 
volatility levels, the trader can make decisions more 
precise. Spurious data points that tend to skew 
projections are eliminated using outlier detection 
techniques. 
Technical Indicators and Image Formation: Technical 
indicators are central to stock market analysis, as they 
enable traders to make educated decisions by gaining 
knowledge of price movement, prevailing trends, and 
potential reversal points. Technical indicators utilize past 

price and volume data to create signals to guide traders in 
deciding. It also helps in Image formation and redefining 
the datasets. 
Adding Market Indicators: For better prediction, 
technical indicators like Moving Average Convergence 
Divergence (MACD), Bollinger Bands, and Relative 
Strength Index (RSI) are employed. These indicators aid 
in analyzing trends in the market and determining price 
movement patterns, and thus are essential for predicting 
stock movement. 
MACD assists in signaling changes in momentum by 
examining how short-term moving averages relate to 
long-term ones. Bollinger Bands gauge price and 
volatility levels in comparison to previous trends. RSI 
tells the investor if the stock is overbought or oversold, 
helping him with entry and exit points. 
Image Generation for Deep Learning Models: All the 
records in the stock dataset are being converted into 
15×15 segmented images using technical indicators. The 
process makes stock market data friendly to deep 
learning algorithms, especially Convolutional Neural 
Networks (CNNs). Image generation is carried out via 
the following process: 
Retrieving technical indicator values for each time 
window. Consolidating designations and measured 
metrics. Normalizing technical indicators between [-1, 1]. 
Splitting data into test and training sets based on time 
intervals. These graphical representations allow deep 
learning models to analyze stock market trends in an 
orderly organized pattern, hence improving predictive 
accuracy. 
 
3.1 CNN-Based Prediction Model 
The technology i.e. Convolutional Neural Networks 
(CNNs) is used for multi methodology models for getting 
prediction on the stock market exchange data through 
which, extracting patterns are getting different aspects 
and scenario along with their price charts. 
Trained and Evaluated Model method: The term i.e 
Deep learning as CNNs, mostly utilized for making the 
tuff examination sets to produced real images for stock. 
The process for training includes: 
First, the process needs to assessing the defined dataset 
for training pallets and spilt-ups for test cases. 
Next is to resample the training data to correct with the 
imbalance load and prescribes problems. 
Further process will include the optimization of buy/sell 
stock periods with their listed and adjusted closing prices. 
The proposed model eagerly processes the multiple 
epochs for clear its accuracy by using a price interval 
pattern for accurate analysis. It attempts to discover the 
best time to purchase or sell a share at lower risk. 
Decision-Making with AI: The system uses other 
reinforcement learning methods to make accurate buy, 
sell, and hold suggestions. Evaluations are conducted at 
different market time frames to make sure the predictions 
are aligned with real trading scenarios. By applying 
hybrid AI techniques, the system adapts to market 
volatility in real time. 
 
3.2 Advanced Considerations and Strategies 
Identifying optimal buy, sell, and hold points in stock 
price time series demands advanced strategies that move 
beyond basic technical analysis. These strategies often 
involve integrating diverse data sources, understanding 
market sentiment, and accounting for the psychological 
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biases that influence investor behavior. The complexity 
arises from the dynamic nature of financial markets, 
requiring adaptive and robust models 
Psychological Aspects of Trading 
Market psychology plays a substantial role in making 
trading decisions. Emotional biases, such as greed and 
fear, tend to result in irrational investment decisions. 
With the incorporation of behavioral finance concepts, 
trading models can reduce psychological impacts and 
enhance strategy implementation. 
Sentiment Analysis and Risk Management: Sentiment 
analysis is applied to measure market sentiment from 
news and social media, thus providing complementary 
background for price action. Risk management 
techniques such as stop-loss and portfolio diversification 
are integrated into the prediction model to minimize the 
risk of possible losses. 
Data Integration and Feature Extraction: Integrating 
time series data with textual data is crucial for a 
comprehensive analysis. Feature extraction involves 
identifying relevant signals from both stock prices and 
external factors. From stock prices, key features include 
statistical correlations between different stocks, 
identification of trends (e.g., moving averages, 
momentum), and precise timestamps of significant price 
movements. External factors encompass economic and 
political events, which can be sourced from news articles 
and financial reports, and public sentiment, derived from 
social media . The challenge lies in effectively 
combining these disparate data types into a unified model 
that captures the complex interplay of factors influencing 
stock prices 
 
3.3 Evaluation, Optimization, and Algorithmic 

Support 
 Here the combination of traditional techniques with 
modernisation computational approaches, like deep 
learning and reinforcement learning models, that helps in 
determining which approach gives highest accuracy and 
adaptability.  
Backtesting Performance Metrics: Backtesting is used 
to determine whether the model works. The most 
important performance measures are: 
Precision of purchasing and selling indicators. 
Profitability and risk analysis. 
Precision-recall scores of the classification model. 
 
3.4 Algorithmic Support in Trading 
The use of AI-driven algorithms in trading enhances the 
efficiency of decision-making. Automated trading 
strategies using the CNN model trade according to 
previously set risk and return parameters with less human 
error. 
Algorithm: H, Bors (determined the top and bottom 
points labelled as “Buy”. Top points labelled as “Sell” 
and remaining points are labelled as “Hold”. 
 
Phase 1: Dataset Extraction & Transformation 
Read Dataset: 
Input: File path to the dataset. 
Output: DataFrame containing financial data (Open, 
High, Low, Close, Adjusted Close, Exit). 
Action: 
Dataset = Read(Open, High, Low, Close, Adjusted 
Close, Exit) 
 
Calculate Adjustment Price Ratio: 

Input: DataFrame with 'Adjusted Close' and 'Close' 
columns. 
Output: New column 'Adjustment_Ratio' in the 
DataFrame. 
Action: [\text{Adjustment_Ratio}= 
text{Ltdataset.adjusted_close} - \text{Ltdataset.close} ] 
 
Adjust Prices: 
Input: DataFrame with price columns (Open, Close, 
High, Low, Exit). 
Output: Adjusted price columns in the DataFrame. 
Action: [\text{Adjust}(\text{dataset.open}, 
\text{dataset.close}, \text{dataset.high}, 
\text{dataset.low}, \text{dataset.exit}) \text{ with 
Adjustment Ratio} ] 
 
Phase 2: Data Labelling 
3.4.1 Label Data Using Sliding Window: 
Input: DataFrame with price data. 
Output: New column 'Label' in the DataFrame. 
Action: 
Calculate (Buy, Sell, Hold, Exit) using a sliding window 
approach: 
If the price increases over the window, label as "Buy." 
If the price decreases, label as "Sell." 
If the price remains the same, label as "Hold." 
 
Phase 3: Image Creation 
3.4.2  Calculate Technical Indicators: 
Input: DataFrame with price data. 
Output: New columns for each technical indicator (e.g., 
MACD, Bollinger Bands, RSI). 
Action: 
Calculate using technical indicators for each line in the 
dataset: 
Moving Average (MA) 
Relative Strength Index (RSI) 
MACD (Moving Average Convergence Divergence) 
 
3.4.3 Create Segmented Image: 
Input: DataFrame with technical indicators. 
Output: 15x15 segmented image representation. 
Action: 
Create a 15x15 segmented image to represent the data 
visually. 
 
3.4.4 Merge Labels and Technical Indicator Values: 
Input: DataFrame with labels and technical indicators. 
Output: Combined DataFrame. 
Action: 
Merge labels with the calculated technical indicators. 
 
3.4.5 Normalize Technical Indicators: 
Input: DataFrame with technical indicators. 
Output: Normalized values between [-1, 1]. 
Action: 
Normalize the technical indicators and analyzed values 
using Min-Max scaling. 
 
Phase 4: Dataset Splitting 
3.4.6 Split Dataset into Training and Testing Sets: 
Input: DataFrame with labeled and normalized data. 
Output: Training and testing datasets. 
Action: 
For (i = 0) to (14): 
Training dataset[i] = dataset.split(dBti to dEty) 
Test dataset[i] = dataset.split(N.(date ti)) 
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Phase 5: Model Training and Evaluation 
3.4.7  Evaluate Each Dataset: 
Input: Training and testing datasets. 
Output: Evaluation metrics (accuracy, precision, recall). 
Action: 
Evaluate each (dataset training[i] and dataset testing[i]) 
using appropriate metrics. 
 
3.4.8 Resample Training Dataset: 
Input: Training dataset. 
Output: Resampled dataset to address data imbalance. 
Action: 
Dataset training = Open = Resample(trained dataset) 
 
3.4.9 Calculate Buy, Sell, Hold Signals: 
Input: Adjusted dataset. 
Output: Buy, Sell, Hold signals. 
Action: 
Buy: 
[\text{Buy}=\text{Max}\text{Min}(\text{Ltdataset.adjus
ted_close} - \text{Ltdataset.close}) \text{ for intervals 
like Epoch=50} ] 
Sell: [ \text{Sell} = \text{PI1} \cup \text{PI2} \cup 
\text{PI3} \ldots \text{PIn} ] 
Where ( \text{PI1} = \text{Price at Interval 1}, \text{PI2} 
= \text{Price at Interval 2}, \ldots, \text{PIn} = 
\text{Price at Interval N} ). 
Hold: Maintain the position until optimal selling 
conditions are met, defined as the best price available for 
selling. 
3.5 Train the Model: 
Input: Training dataset. 
Output: Trained model. 
Action: 
Train the model (e.g., a Convolutional Neural Network) 
using the training dataset for a specified number of 
epochs (e.g., Epoch=50). 
Use the training dataset to fit the model on the Buy, Hold, 
and Sell signals. 
3.6 Test the Model: 
Input: Testing dataset. 
Output: Predictions for Buy, Sell, Hold signals. 
Action: 
Use the trained model to predict signals on the testing 
dataset. 
Store the predicted signals for evaluation. 
3.7 Evaluate Model Performance: 
Input: Predicted signals and actual labels from the 
testing dataset. 
Output: Evaluation metrics (accuracy, precision, recall, 
F1-score). 
Action: 
Calculate evaluation metrics to assess the model's 
performance. 
Use confusion matrix and other relevant metrics to 
analyze the results. 
3.8 Summary of Results: 
Input: Evaluation metrics. 
Output: Summary report of model performance. 
Action: 
Generate a summary report detailing the model's 
performance, including accuracy, precision, recall, and 
any insights gained from the analysis. 
3.9 Risk Management: 
Input: Market conditions and model predictions. 

Output: Recommendations for trading strategy. 
Action: 
Implement risk management strategies based on model 
predictions. 
Define thresholds for entering and exiting trades to 
minimize risk. 
3.10 Iterate and Improve: 
Input: Model performance and market feedback. 
Output: Improved model and trading strategy. 
Action: 
Continuously iterate on the model and trading strategy 
based on performance metrics and changing market 
conditions. 
Adjust parameters, retrain the model, and refine the 
approach as necessary. 

 
IV. Results and Discussion 

The 15x15 technical indicator image is a graphical 
representation of market action over 225 trading days, 
where every pixel represents the accumulated values of 
normalized MACD, RSI, and Bollinger Bands indicators 
in one day. By averaging these metrics and representing 
the outcome in grayscale intensity, the image represents 
key patterns of trend, momentum, and volatility. Lighter 
areas represent higher market activity (e.g., volatility or 
momentum), while darker areas represent quieter or 
neutral conditions. This visual representation allows 
convolutional neural networks (CNNs) to learn intricate 
trading signals in the form of spatial patterns, yielding a 
strong method for stock market prediction and decision-
making. 
 
The output image is showing the effective results for 
prediction using the signal prediction model. Various 
research articles have been done this type of work bt no 
one has been able to modulate the signals properly in the 
predictive model. So the online CNN toolkit, the paper is 
using and showing the good results for further outputs. 

 
 

Fig. 1. Test chart visualization with synthetic stock-like 
data and reduced forms of MACD, RSI, and Bollinger 
Bands. 
Figure 1 approximates algorithm's Phase Image Creation 
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stages with: 
Adjusted Close Price 
Normalized MACD & RSI 
Normalized Bollinger Bands 

V. CONCLUSION 
This study evidently proves the efficiency of technical 
indicators with deep learning models for stock market 
forecasting. With CNNs, sentiment analysis, and AI-
driven decision-making, traders can maximize buy, sell, 
and hold decisions. The integration of behavioral finance 
principles further increases strategy resilience. Future 
studies need to investigate various hybrid models and 
other data sources to further enhance prediction accuracy. 
With ongoing optimization of algorithmic methods, 
traders can gain more accuracy and profitability in stock 
trading. 
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