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Abstract: Vascular structures of the retina hold crucial information for the detection and diagnosis of 
ocular illnesses, such as glaucoma, diabetic retinopathy, and age-related macular degeneration. 
Fluorescein angiography, scanning laser ophthalmoscopes, and fundus photography are often 
employed techniques in the diagnosis of these illnesses (FA). Generally, retinal vascular segmentation 
is carried out either manually or interactively, which makes it time demanding and prone to human 
errors. In this study, we suggest ELEMENT, a new multi-modal framework for vessel segmentation 
(vEs- seL sEgmentation using Machine lEarning and coNnecTivity). This framework uses machine 
learning and region growth to classify images based on pixels rather than regions. The suggested 
features capture comprehensive evidence based on vessel connection and grey level attributes. At the 
classification step, the latter information is smoothly transmitted via the pixels. ELEMENT decreases 
inconsistencies and increases throughput during segmentation. In three main groups of tests, we 
evaluate and contrast the effectiveness of the proposed technique versus cutting-edge vascular 
segmentation algorithms for each of the ocular modalities. 
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1. INTRODUCTION 

 
In This Paper Retinal fundus image analysis plays a crucial role in early diagnosis and treatment of 
retinal related diseases. Affected by diabetic retinopathy (DR), there exists the abnor- mal growth in 
retinal vessels. These changes can be used in DR analysis by segmenting retinal vessels. However, 
the manual segmentation of vessels is time-consuming and prone to the interference of retinal diseases 
and low contrast images, which may lead to inaccurate segmentation results. The detection of retinal 
vessels is also of interest for alter- native imaging modalities that are of independent diagnostic utility 
in the clinic. For instance, fluorescein angiography (FA) and optical coherence tomography 
angiography (OCT-A) are used for assessing retinal non-perfusion. FA provides a larger field of 
imaging beyond the macula, while commercially avail- able OCT-A provides more detailed imaging 
of the macular micro-vasculature. FA images are captured after intravenous injection of sodium 
fluorescein dye. Blue illumination, over the wavelength range from 465 to 490 nm, causes the dye to 
fluoresce and emit photons in the 520-530 nm green- yellow wavelength band. 

 
In this paper, we propose a supervised method for auto- matic retinal vessel segmentation based on 
CNN. In sum- mary, the contributions of this paper are as follows: 

1. We proposed a new U-shape architecture named MSCNN-AM for pixel-to-pixel vessel 
segmentation, which is an end-to-end model and outperforms existing some super- vised 
methods 

 
2. In view of retinal vessels with different scales and spa- tial locations, we introduce a multi- 

scale feature extraction method by integrating atrous separable convolution layers with 
different dilation rates. 
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3. We proposed an attention-based method to highlight salient features related to retinal vessels, 
which could help our model to learn the feature representation better and increase the model 
sensitivity. 

 
 

2. RELATED WORK 

 
Existing techniques for automated retinal vascular segmentation can be roughly divided into supervised 
and unsupervised techniques depending on whether or not the corresponding manual annotations are 
necessary. Due to the lack of ground truth labelled data, previous work on the detection of vessels in 
FA imagery has been fairly limited and has mostly focused on unsupervised algorithms. These methods, 
which are typically rule-based, include active contour models, morphological analysis, and hand- 
crafted matched-filtering. 

 

 

In actuality, binary pixel categorization can be thought of as a problem of retinal vascular segmentation. 
In order to assess whether a pixel is a vessel or not, supervised approaches are frequently employed to 
train classifiers. Ground truth photos annotated by skilled ophthalmologists are essential during the 
training stages in order to acquire the necessary classifier. 

 
 

3. PROPOSED SYSTEM 
 

Cross-modality transfer, which creates an initial training dataset for FA images from CF images, 
and a human-in-the-loop learning strategy, which iteratively improves DNNs and speeds up the 
manual annotation process, are the two main components of  the  proposed  pipeline,  which  is 
shown in Fig. Several ground truth annotated datasets are available for images. In particular, we 
employ the openly accessible DRIsfahanCFnFA (Diabetic Retinopathy Isfahan Color Fundus and 
Fluorescein Angiography)  dataset ("Unlabeled Joint  Dataset"  in  Fig.),  which  includes pairs  of 
CF and FA pictures taken at the same clinical visit but from various capturing perspectives. To 
extract vessel maps from unlabeled CF pictures, a DNN (green in Fig. 2) is trained on previously 
identified CF images. The detected vessel maps are geometrically aligned with and transferred 
to FA images via robust chamfer align- ment to a preliminary FA vessel map obtained with 
morphological analysis. The co-aligned pairs of FA and transformed vessel map  (“FA Training 
Data” in Fig. 2) are used as initial labeled data to train a DNN for vessel detection in FA images. 

 
The human-in-the-loop learning  approach  is motivated by the  synergistic  relationship between 
deep learning and label- ing.  A well-trained DNN model can accurately detect  vessel maps  from 
FA images. Manually refinement of the predicted vessel map is much less time-consuming than 
labeling the entire image from scratch. An expanded training dataset enhances the model 
performance.  Hence,  labelling  and  training  complement  one  another  to  increase  effectiveness. 
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We begin the process by training a DNN on the cross-modality transfer-generated labelled  data 
using an approximation of the  ground truth.  After that, one or more  of the projected vessel maps 
are manually enhanced by a human annotator to provide better vessel map labels, which are then 
included in the training data for the DNN's subsequent iteration to increase performance. This 
human-in-the-loop iterative approach is repeated until the network  performance  noticeably 
improves and the manual labelling causes only minor modifications. 

 

 
Fig. Overview of cross-modality ground truth 

 
 

Using neural networks that  have  already  been trained on the  CFI  dataset, the vessel  detection in 
an unlabeled CF image can be seen in the bottom-left. The unsupervised morphological analysis- 
based preliminary vascular detection in FA is displayed in the upper-left. By parametric chamfer 
alignment with vessel maps discovered from FA, the detected vessels from the CF picture are 
converted to FA. Estimates are also made for the CFI and FFA overlap area. The resulting training 
data, which is displayed in the green block and is still visible in the overlapped area, includes FA 
and co-aligned vessel maps. 

 
 

4. CROSS-MODALITY GROUND TRUTH TRANSFER 

 
A training dataset for FA vessel detection from CF pictures is produced using the cross-modality 
ground truth transfer, as  shown in Fig.  There are  three steps in this  method:  the  preliminary 
vessel detection in FA for anchoring, the DNN-based vessel detection in CF pictures, and the 
parametric chamfer alignment-based vessel registration. 

Vessel Detection in CF Images: 

In order to locate vessels in CF photos, we use a DNN that has already been proposed and that 
makes advantage of adversarial learning. The Dice coefficient, Area Under the Precision-Recall 
Curve, and Area Under the Receiver Operating Characteristic Curve (AUC ROC) values for the 
DRIVE dataset, which serves as the model's foundation, are each 0.829, 0.915, and 0.9803 
respectively. The pre-trained network is applied to the overlapping patches of CF images in the 
DRIsfahanCFnFA dataset. To create the final  CF binary vessel map, the  generator's probability 
map is thresholded using Otsu thresholding. 

 
Preliminary Vessel Detection in FA Images for Anchoring: 

An unsupervised method based on several scales and orientations morphological analysis that is 
tailored to the changes in directions and widths of retinal vascular structure is used to produce a 
preliminary detection of vessels in FA imagery. The initial detection need not be very accurate; 
instead, as discussed in the following  section, a  low false positive  rate  is preferred, even if it 
results in more missed detections overall. The approach is described in broad strokes here, and 
more information, including particular  parameter settings employed, is  provided in  Section  S.IV 
of the Supplemental Material. An image pyramid is used to represent the various resolutions of 
the input FA image. 
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Vessel Registration by Chamfer Alignment: 

As the geometry of the retinal surface and the picture capture are unavailable, an elastic registration 
transform is preferred over a non-elastic one. An empirical comparison of alternative geometric 
transformations shows that a second-order polynomial transformation significantly outperforms 
alternative non-elastic transforms (see Section S.III of the Supplementary Material and also [41]), and 
higher order transformations do not significantly improve the performance. As a result, we utilise a 
second-order polynomial transformation to align the two sets of coordinate vectors at the sites 
corresponding to the found vessels. 

 
 

5. METHODOLOGY 

 
Although cross-modality transfer enables the creation of a passably labelled dataset for training DNNs 
to detect vessels in FA images, the cross-modality transfer's accuracy is constrained by the disparities 
between the modalities and the CF vessel detection's performance constraints. The performance of the 
network can be greatly enhanced by adding more better labelled ground truth data. It takes a lot of time 
and effort to manually annotate a high-resolution UWFFA image, as was shown in Section I. In this 
section, we introduce the human-in-the-loop learning strategy, which attempts to facilitate and speed 
up the manual annotation process while also enhancing the DNN by incorporating more training data. 

 
All of the photos in the dataset are first annotated before being used for the training stage in the typical 
technique, where the annotation and training are carried out in separate sequential steps. Yet the human- 
in-the-loop method makes use of the synergistic interaction between deep learning and labelling through 
an iterative process. Using the training data produced by the cross-modality transfer approach described 
in Part IV, a trained DNN is used to start the procedure. This DNN is taught to detect vessels in FA 
pictures. 

 

 

 
 
 

Fig. Annotation and training pipelines 
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The effort required for annotating photos is drastically reduced by the proposed human-in-the-loop 
method (see the discussion in Section VI-B where the experiments are described). The method has a 
psychological advantage in addition to cutting down on the time and tedium of annotation. Rather of 
having to name a large number of images before seeing any machine-generated annotations, the 
annotators observe the changes in the trained network from iteration to iteration and feel immediately 
rewarded for their labour. Similar to how gamification of learning and education increases engagement, 
this greatly outperforms de novo labelling tactics in terms of audience engagement. 

 
Network Architecture: 

For the purpose of vessel detection in FA pictures, we trained and assessed a variety of alternative DNN 
architectures. In this section, we outline the top method that makes use of the recently developed idea 
of a generative adversarial network, which served as the architecture for iterations of human-in-the- 
loop labelling. Several neural networks' detailed architectures are available in Section of the Additional 
Material. We formulate the issue as an image-to-image translation in order to apply GAN to the vessel 
detection task. Ik is made up of a generator G that has been trained to learn a mapping to the vessel map 
V and a discriminator D that seeks to tell true pairs of FA images and vessel maps (X, V) apart from 
generated pairs (X, G (X)), where G (X) is the vessel probability map. 

 
 

 
 
 

 
6. CONCLUSION 

 
In this PaperFor precise retinal vascular segmentation, a Multi-Scale Convolutional Neural Network 
with Attention Mechanisms (MSCNN-AM) is suggested. The suggested MSCNN-AM gets superior 
segmentation results and increases model sensitivity by incorporating multi-scale feature extraction and 
attention-based methods. Moreover, our solution outperforms most current state-of-the-art 
methodologies without the need for additional pre- or post-processing procedures. Future studies will 
take into account more retinal images with higher resolution to assess our models. The proposed 
architecture will also be used for additional medical picture segmentation tasks. 
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